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Industrial Motivation

Modern manufacturing systemsneeds
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Can the observability of the system state be exploited for a more
realtime scheduling of makaorder, multiple part types systems”
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Production

Control Policies

Surplusbased production control policies (single machine):
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The Control Point' Policy (CP&®Yimebased version
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Objectives: new dynamic, steased CPP

———————————
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. — - Demand Information

Innovation sources:

A The hedging times are functions of the state of the system.
A When the system is poorly populated: smaller hedging times.
A When the system is highly populated: larger hedging times.

A The hedging times are calculated as target quantiles of the lead time distr

The goal is to meet target servi
levels while minimizing the

Ce

Inventory



Modelling AssumptiorgsSystem Features

————————————————————————————————————————————

.

ALinear system with K unreliable machines ahdbiffers of finite capacity N

Aan infinite capacity buffer, Bstore finished parts with early delivery.

AThe flow of material in the systerdigreteProcessing times are scaled to the tit
unit and are identical at different stages.

Arhe first machine, Mwhere loading decisions are made, is reliable and its oper
time is 1.

MMachine N, k=2,..K, fail with probability pand is repaired, once failed, with
probability .

Arhe system state can be described by the vectgns={R_,, a,...,a,). The set of
states is denoted as S. The generic system state at time unit t is denoted as s



Modelling AssumptiorgsPart types

————————————————————————————————————————————

Aln a finite time horizon, the system is assigned a batch of B parts to produce
vector Q of size X, represents the number of parts of type x=1,..X to be prodt
For simplicity, the vector R of size B indicates the part type to which part b bel

AThe system processes X part types, x=1,..,X. The part type 1 has the highes
Importance, part type 2 the second highest importance, and so on.

AFor each part b in the batch, a due dgiis Bssigned.
AAt each time unit, a maximum lot size of 1 part can be loaded to the system.
ASetup times while switching among parts are set to zero.

AA single control point is considered.



Modelling AssumptiorgsDynamic CPP

At the beginning of each time unit, t, the CPP defines one of the following acti
A Load thereadypart b of highest priority at,Mnd start the processing.
A 1If no part is ready or;AN ,, then do nothing.

The policy acts only on parts thatraezly. A part b is said to be ready If:

t+Zgpys > Dy PLT(S)>Zpy s ) £ Griny

where LT(8 is the lead time when the system is in gtatsnditioned to the
loading of the parg, is a fixed quantile of the lead time distribution.

The dynamic CPP has X parameters to be determgjined (

The lead time distribution conditioned on the system
state needs to be computed.




Performance Measures

A The total tardinesET , of the batch, calculated as the sum of the delay of pa

with late delivery:
B

(o)
TT=a (Eb' Db)lb
b=1

WhereE, is the time unit at which part b is released in the finished parts puffer
andl is an indicator function assuming valueE]>D .

A The total earlinesEE, of the batch, calculated as the sum of the time units
parts with early delivery spend in the finished parts byffer, B

TE=4 (D,- E)(- 1,)

b=1



Performance Measures

A The service levéL, of the system, i.e. the fraction of parts delivered on time

A The service level of part typ&k,.

A The throughpufTH , calculated as:
max(E, )
B

A The average Total InventoWiP, considering both the intstage inventory
and the final parts inventory, used to store parts delivered beforedatdue

TH =




Calculation of the lead time distribution

Colledani M., GershwinB.. , Angi us Bead Timd Dependenttirroduict Detedoration in Manufacturing Systems with [Ser
Closeldop LayaytlOth Conference on Stochastic Models of Manufacturing And Service Opefafions, 2015, Volos, Greece.
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Critical portion

A Denotebyp,st he transient probabilities

ps',n = ps'Pn

A The lead time distribution is:

P(LT(SI) £ n) = ps',n(serrpty)

Wheres, IS the state in which,f&0, n,=0, n =0, a,=1,..,a=1).



Calculation of the hedging times

A Lead time distributiompnditional to the loading of a part at ttme

31 3
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t-1 \ t \ t+1
Loading State update

decision at

PILT(S)EN)= A /(5.,,S)P(LT(S)£n)

"sTS
Wherd (s, s0) 1 s the probability of ma k
s,to state sO0 by | oading a part at

A The hedging times, i for each part type can be computed as:

ALT(s)>Z,)Eg



Dynamic: CPP algorithm
BP@A&VQ@OWSHHQ@” phase (at the generic time time unit t>0)

A Rank the part in order of importance and set the target S
A—Betei@hisertie ther ves pamtditat éed give difgHsn
A Initialize the sdD, containing the indices of parts to be loaf@led, and {easean empty se

qualues
Yes

Retrieve the value @k, Sfor allbin D

Analyze the list of ready parts suchbft C}q@),st

A If there are no ready parts, do nothing.

A If there is one ready part, load fénto the system,

removebfrom D, addbto O %{O} Yes
A If there are more than one ready parts, seledt par

with the smallef®t(b)and, among these, with the No

smallesb,. Loadb, removeébfrom D, addbto 7. Batch
loade
Set t=t+1
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Numerical Results

TheD-CPPpolicy is compared with the following policies:
A EDDP (Earliest Due Date Policy), neglecting the part type importance.

A EDDP-IR (with Importance Ranking): Applies EDDP to all parts of type 1,

2, and so on.

Questions:

A How does the BCPP behave if compared to the other policies?
A How does the SL behaves with respect to the assigned targg? value
A How does the system saturation level affects the performance of the p
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