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Research Questions
Data-Driven Modelling and Control

Production System

A Fitting models based on
observed data

A Controlling  production
systems effectively by using
models that capture output
dynamics

Model

A Controlling production
systems by modulating the
input arrival streams
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Output Dynamics
Automotive Assembly Line

Frequency distribution of the inter -departure time and sample
autocorrelation of inter  -departure times for a car assembly line
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Output Dynamics
Semiconductor Manufacturing

Sample autocorrelation of cycle times for two fabs
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| Figure 6: Autocorrelation of Cycle Times, MIMAC
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Figure 3: Autocorrelation of Cylce Times in Wein’s Like for Wein’s fabrication facility we find an oscil-
Semiconductor Fabrication Facility lating autocorrelation function, here within an inter-

val of [—0.1; 0.2] and with a much higher frequency.
Again we use periodograms to obtain more informa-
We conclude that due to the application of the closed tion about periodic effects in the simulation output.
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(Schoémig and Mittler , 1995)



Production System vs Model
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Output Dynamics

can be captured with Markov Arrival Processes (MAPSs )

MAP(D07 Dl)

Analysis of MAPs

Methods to fit
phase -type distributions
moments and
autocorrelations
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Lakatos etal. (2013 )
He (2014 )
Buchholz etal. (2014 )

Bodrag et. al. (2008 )
H o rath (2013)
Okamura and Dohi (2016 )



Inter -Departure Time Dynamics

Same Distribution

Arrival: MAP
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The inter -departure time distribution
can be determined analytically
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The Inter -departure time distribution
can be determined analytically

Start witha CTMC X(t)eS X(),t >0}
representation ofa

Production System Q= 14,1
ldentify events  that Ga Rq=Qo Gy
lead to a departure Qi =Q—Ry
First -passage time Fr(t) = 1 — gy eQity,

analysis vyields the
distribution, mean, and
variance of the inter -
departure time
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(Lagershausen and Tan 2015)
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Departure Autocorrelation
for Production Systems can be determined analytically by

Extending this approach to analyze
sequence of k inter -departure times and determining
the variance of the time to produce k products

T,:First T,:Seond T5: Third
inter-departure time  inter-departure time  inter-departure time




Departure Autocorrelation
for Production Systems can be determined analytically

Use the variance of the time k parts depart to
determine the Kk-lag covariance
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Departure Autocorrelation
for Production Systems can be determined analytically by

Extending this approach to analyze
sequence of k inter -departure times
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Departure Autocorrelation
can be determined iteratively from the rate matrix

Proposition 2 Starting with Var[l'y] =Var[T], T1 =¥, =®=Q;" and Q= —R;P, the following
equations are solved for k=2,3,...,m iteratively to determine the covartance between the departure

times with a lag of 1,2,...,m —1 periods, Corr(T)q,...,Corr(T),,_1:
T =758 (23)

V=W, 1+ 7Ty

Var (Ty)=Var (Ti_1) + (1 —2k)(E(T))* + 27" Y, ¥ u
s (Var (Ty) —kVar(T)) for k =2
CovlTy, Te) = { ! (Var (T4) — kVar(T) - 22 (k—§)Cou(T,, T )) for k>3

Cov(Ty,Ty)

Corr(T)y_1= Var(T)
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Example: Two-station Production Line
Exponential Processing Time and a Finite Buffer
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Correlation of

Two - Station Line with Coxian Service Time

Distribution
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Correlation of

Distribution

Inter -departure Times
Two - Station Line with Coxian Service Time

and a Finite Buffer
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Correlation of

Inter -departure Times

Two - Station Line with Coxian Service Time

Distribution

cty = 1.4, evs =0.5

and a Finite Buffer
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Corry

Corr

Two - Station Production Line with

Coxian Processing Time and a Finite Buffer
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Example: Multi -station Production Lines
with Exponential Servers and Finite Buffers

Three Machines

Two Machines
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Example: cClosed Four-Station System with Different
Service Time Coefficient of Variations and Number of Pallets
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Exp.1:

An Infinite Buffer Queue with
Correlated Arrival and Service Processes
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Structural Results for Processes with
Positive and Negative Autocorrelations

MAP/D/1

PH/MAP/1
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A Positive Autocorrelation

increases the probability of having
Higher Queue Lengths

Negative Autocorrelation
increases the probability of having
Lower Queue Lengths

A A process with negative

autocorrelation stochastically
dominates the same process with
positive autocorrelation

Expected number of customers
and expected waiting time has an
Increasing convex order w.r.t
autocorrelation



EXp. 2:
Base Stock System

Production €
MAP

Demand o
MAP

one, two -moment and
renewal approximations

A Exponential
A Coxian (Cz:)

g A Phase -type (PH)
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performance measures

A Base Stock Level
A Total Cost

A Expected Backlog
A Expected Inventory



Base Stock Model with a
Negatively Autocorrelated Process
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