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Abstract





In February 1992 the Federal Communications Commission (FCC) challenged the telecommunications industry in the U.S. to develop an analytical methodology for quantifying voiceband telephony service outages.  This paper discusses:  1) the challenges in migrating from an outage frequency to a customer-impact based measure (outage index),  2) the outage index, which was developed originally at Bellcore and then became the basis for the new measure of network performance that was adopted by Committee T1,  3) the past and present network reliability performance in the U.S., as tracked by Bellcore and the Alliance for Telecommunications Industry Solutions (ATIS) Network Reliability Steering Committee (NRSC), and  4) current work at the Standards T1A1.2 Working Group for applying the outage index to telecommunications industry segments other than the wireline (i.e., wireless, cable TV, and satellite).


1.	Introduction


As a result of the 1991 major network outages, which affected millions of customers in the United States, the telecommunications industry has been under much scrutiny.  The FCC, in its February 27, 1992 Report and Order 92-58 [1], required that it be notified when a single network event disrupts telephone service to 50,000 or more potentially affected customers for 30 or more minutes; the customer threshold was subsequently reduced to 30,000.  In addition, the FCC determined that network outages affecting special facilities� must be reported regardless of the above thresholds, and challenged the telecommunications industry to develop an analytical method for quantifying outages.


In developing an impact measure (outage index), a useful outage index must: (i) appropriately order a set of outages by the severity of the outages, and (ii) allow for meaningful comparisons of network performance on a yearly or quarterly basis.  To accomplish this, for any set of network outages in a given time period, the outage index should take into account for each outage: (i)  the services affected, (ii)  the number of customers affected, and (iii)  the duration of the outage; then assign an appropriate value that reflects the overall severity of each outage.  Also, the form of the impact function should be selected such that the sum of the individual values for any time period provides a meaningful measure of the overall performance of the network over that time period.


2.	Desirable Outage Index Properties


An outage index (I) is a function which assigns a numerical value I(O) to an outage O.  The function is designed as a measure of the customer impact which integrates three �data itemsΣ Ρ Services Affected, Duration, and Magnitude (number of customers affected) Ρ into an index.  Since every outage has some impact (although negligible in many cases), a useful intuitive property for an index is that it is non-negative (i.e., I(O) > 0 for any outage O).  Another intuitive property is that I(O1) > I(O2) if outage O1 is considered more severe than outage O2.  Below are three additional properties believed to be essential for this outage index function [3]:


Property 1:  The index should account for the relative importance of the different services affected by the outage.  In other words, if two outages O1 and O2 have the same duration and magnitude, but each affects a different service, S1 and S2, then I(O1)Κ>ΚI(O2) if S1 is considered a more important service than S2.


Property 2:  Aggregated index values calculated by summing individual outage index values over time periods should allow comparisons across time periods.


Property 3:  The aggregate outage index for a year with several small outages is less than the index for a year with one outage where its duration (or magnitude) equals the sum of the small outages.  On the other hand, the aggregate outage index for a year with several large outages is greater than the index for a year with one large outage where its duration (or magnitude) equals the sum of the several outages.  This index behavior is captured by S�shaped curves which rise slowly with outage duration (or outage magnitude), increase rapidly near an inflection point, and then rise slowly again past that point.


3.	Definition of Outage Index


The index of an outage is the sum of the �service outage indexΣ values for each service affected, where the �service outage indexΣ of each service affected is the product of the:  Service Weight (WS), Duration Weight (WD), and Magnitude Weight (WM).


Thus, the outage index I(O) for an outage O has the following form:


	I(O) =� EMBED Equation.2  ���		where j=1, ... , N are the services.


The following three subsections describe each component of the outage index.


3.1	Service


The outage index assumes that the telecommunications user has identified a set of services of interest.  The outage index of each service is characterized by its weight (this aspect satisfies Property (1).  TableΚ3.1 provides a list of services, their corresponding Service Weights (WS), and the methods used (see sections 3.3.4 and 3.3.5) to calculate the outage index.


Table 3.1.  Service Weights


Method Used�
Lines�
Lines�
Lines�
Lines�
Blocked Calls�
�
Service(s)�
911�
IntraLATA Intraoffice�
IntraLATA Interoffice�
InterLATA Interoffice�
All services except 911�
�
Service Weight (Ws)�
3�
1�
2�
2�
2�
�
3.2	Duration


The Duration Weight (WD) follows an S�shaped curve, with an inflection point at 30 minutes.  Thus, the curve rises rapidly for durations up to 30 minutes (inclusive), and then slowly rises to the asymptote of 2.5 (see Figure 3.1).


�


Figure 3.1.  S-Shaped Curve for Duration Weights


The following equations are to be used for calculating the WD  for each outage:


If the duration is less than or equal to 30 minutes:


	� EMBED "Equation" "Word Object1" \* MERGEFORMAT  ���.	(3.1a)


If the duration is greater than 30 minutes:


	� EMBED "Equation" "Word Object1" \* MERGEFORMAT  ���.	(3.1b)


3.3	Magnitude Weights


The Magnitude Weight (WM) reflects the number of customers affected by an outage.  The number of customers affected depends on the outage type and outage category (and most generally, on the service affected).


3.3.1	Outage Types


Outages have been categorized [3] into three types: dedicated, diversified, and combined.  These types are defined below:


Dedicated Outage: an outage where the lost traffic is generated by service requests that do not have alternative routing capabilities (100% blocking); this is often caused by failures of the points where customers gain access to the Public Switched Network.


Diversified Outage: an outage where the lost traffic is generated by service requests that have alternative routing capabilities (less than 100% blocking).


Combined Outage: an outage of both dedicated and diversified types.


3.3.2	Outage (Failure) Categories


To calculate the magnitude component of the outage index, the following outage (failure) categories are used [3]:  Local Switch, 911 Service Tandem, Switch, Facility, CCS-Local, CCS-Network, Overload, CO Bulk, Power, Natural Disaster, and Natural Disaster-Local.  In Reference [3], the above outage categories are organized into the dedicated and diversified types.  The method for calculating the Magnitude Weight (i.e., the Lines Method or the Blocked Calls Method described in sections 3.3.4 and 3.3.5 respectively) is determined by the outage type and category.  For dedicated outage types, the Lines Method is used.  For diversified outage types, the Blocked Calls Method is used unless blocked call data is not available (in which case the Lines Method is used).


3.3.3	Calculation of Magnitude Weights


This is a two-step process:


1.	Calculate the number of customers affected.


For most services, the method of calculation (Lines or Blocked Calls Method) depends on the outage category.  However, 911 Service always uses the Lines Method.


2.	Using equations 3.2 , WM, is determined based on the number of customers affected.


Then, WM is found by using the following equations:


If the number of customers affected is less than or equal to 50,000:


	� EMBED "Equation" "Word Object1" \* MERGEFORMAT  ���.	(3.2a)


If the number of customers affected is greater than 50,000:


	� EMBED "Equation" "Word Object1" \* MERGEFORMAT  ���.	(3.2b)


Figure 3.2 has been develop to provide visual estimates of WM.


�


Figure 3.2.  S-Shaped Curve for Magnitude Weights


3.3.4	Lines Method


1) For all services except the 911 Service:  For a dedicated outage, the number of customers affected for IntraLATA Intraoffice,  IntraLATA Interoffice, and InterLATA Interoffice services is calculated as:


� EMBED "Equation" "Word Object1" \* MERGEFORMAT  ���


The Time Factor accounts for time-of-day and day-of-week effects. The fraction of customers who call during weekend, evening, and night hours is less than during daytime hours on weekdays.


Table 3.2 summarizes these Time Factor values.  Using this table, the Time Factor for a service outage is the maximum of the Time Factors for each of the time periods within which all or part of it occurs.  The use of discrete values in this table is to characterize calling volume periods, having similar characteristics within each period.  This contrasts with continuous functions, such as those given for WD and WM.


Table 3.2.  Time Factor


Spanned Time Period�
�
Time Factor�
�
Day�
(8:00 am to 4:59 pm, Mon.-Fri.)�
1.0�
�
Evening�
(5:00 pm to 10:59 pm, Mon.-Fri.)�
0.3�
�
Night�
(11:00 pm to 7:59 am, Mon.-Sun.)�
0.1�
�
Weekend�
(8:00 am to 10:59 pm, Sat. & Sun.)�
0.2�
�



2) For the 911 Service:  WM for the 911 Service is always determined by the number of lines.  That is:


� EMBED "Equation" "Word Object1" \* MERGEFORMAT  ���


3.3.5	Blocked Calls Method


For a diversified outage with blocked call data available, the number of customers affected for IntraLATA Intraoffice, IntraLATA Interoffice, and InterLATA Interoffice services is calculated as:


Number of Customers Affected = "Real-Time Blocked Calls"/3


or


Number of Customers Affected = "Historical Carried Call Count"


4.	Applications of the Outage Index


This section will discuss the past and present network reliability performance in the U.S., as tracked by Bellcore and the NRSC.  This performance will be shown by control charts that are based on outage frequency and the outage index.  Year-by-year and quarter-by-quarter comparisons are pursued and the findings are discussed.


4.1	Background


Prior to the development of the outage index [3], the NRSC performed analyses by frequency only.  However, simple outage counts can provide an incomplete measure of network performance in that all outages are counted equally, even though a very large outage has more impact on the public than an outage that barely meets the FCC-reporting threshold criteria.  The outage index provided a measure of the relative importance of outages for different services with respect to their publicly perceived impact.


In the third quarter in 1994, Bellcore and the NRSC began monitoring network performance using both outage frequency and the outage index.  The NRSC, based upon its analysis of the frequency of reported outages and the customer impact of those outages, publishes Quarterly and Annual Reports [4] and states if networks in U.S. were in a stable state and continued to provide a high level of reliability during the particular period (i.e., quarter, year).  As �Baseline YearΣ for the analysis of the FCC-reportable service outages is used the period between July 1, 1992 to June 30, 1993, which was established by the FCC to benchmark network reliability in U.S.


4.2	Control Charts


Trend analysis is being applied to the FCC-reportable service outage data to determine whether the current period is consistent with past periods (�in controlΣ) and to observe industry-wide trends.  The total number of incidents, as well as the aggregate outage index, are checked per quarter to see if it is within the “Green” range of the Baseline Year  (Note:  “Green” is below the upper 95% tolerance limits, “Yellow” is between the upper 95% and 99%, and “Red” is above the upper 99% tolerance level; see Ref. [3] for a more detailed explanation of tolerance limits).  The upper and lower bounds depicted correspond to upper and lower control limits that represent the range where normal statistical fluctuation is expected.


Figure 4.1 is a control chart for outage frequency by quarter of the FCC-reportable service outages that potentially impacted 30,000 or more customers, and lasted for 30 or more minutes.  A fit to data is virtually flat.  That is, there is no indication of a trend.





�


Figure 4.1.  Outage Frequency Control Chart


Figure 4.2 provides a control chart of the quarterly aggregated outage index.  Note that the outage index for the first quarter of 1994 was in the �YellowΣ region and above the levels of the Baseline Year.  However, there is no indication of a trend in network performance as measured by the outage index over the 3Q92 to 4Q96 period.


Similar control charts are prepared for each of the outage (failure) categories given in Section 3.3.2.  The NRSC procedures require that when outages in a particular failure category fall within the �YellowΣ region for any one quarter, a greater level of analysis be performed and the failure category be “flagged” for closer scrutiny between quarterly reports.  This indeed was observed in the control charts prepared for the Facility failure category in the third quarter of 1995.  NRSCΥs Facility Solutions Team was asked to further analyze the related outages.





Figure 4.3 provides the distribution of outage frequency by failure category.  It clearly indicates that facility failures are the largest and growing cause of problems in the Public Switched Telephone Network.





�





Figure 4.2.  Outage Index Control Chart





�


Figure 4.3.  Number of Outages by Failure Category





The aggregated outage index for each outage category is given in Figure 4.4.  It shows the dominant impact that facility failures have on FCC-reportable service outages.











�





Figure 4.4.  Outage Index Aggregated by Failure Category





The NRSC is concerned with the increase in the frequency and impact of facility outages.  To date facility outages continue to be the major contributor to both outage frequency and outage index.  Further analysis showed that cable dig-ups are the leading cause of facility outages.  The primary cause of the dig-ups is the lack of prior notification to carriers of below ground activity in the vicinity of underground facilities.  The NRSC notes that one of the more important Best Practices identified by the Network Reliability Council [5] was the implementation of One-Call legislation.  While One-Call legislation has already been implemented in many states, National One-Call legislation has yet to be enacted.  The NRSCΥs Facility Solutions Team which analyzed the Facility failure category reported their findings at the “Network Reliability:  The Path Forward” ComForum on April 16-18, 1996.


5.	Future Work


Following are areas for future work:


Enhance the outage index to include services provided by cellular, satellite, and cable TV industry segments�.


Provide a trend analysis methodology for aggregated outage index values.


Enhance the quality control methodology for aggregated outage index values.


Consider how the outage index may be applied to new network architectures (e.g., Asynchronous Transfer Mode [ATM]), or new services (e.g., Personal Communications Services [PCS]).
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� The FCC defines as a special facility  �a major military installation, a key government facility, a nuclear power plant or a 911 tandem, or a ΤlargeΥ or ΤmediumΥ commercial service airport, as defined and listed in the National Plan of Integrated Airport Systems...ΣΚ[2].


�  The T1A1.2 WG is planning (May 1997) a Committee T1 Letter Ballot of an outage index methodology for the voiceband telephony service that is currently (or expected to be) provided by the cellular, satellite, and cable TV industry segments.








